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Source:

Learning / Training

Data

Target

ML 
model

Historical data
(e.g. : city, number of 

bedrooms, floor number, …)

Observed value
(flat price)

The model learns to 

predict the target (e.g. 

probability to buy a Nike 

shoe) from historical data

Supervised Machine Learning - 101
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Source:

= paramètres

ML model = straight line

2 parameters : 

• Slope
• Intercept

Supervised Machine Learning - 101



77 Source:

Data
ML 

model
Value

Available data Trained model

• What’s my flat price?
Prediction / Inference

Supervised Machine Learning - 101

In Criteo context, value = Click / Visit / SaleIn Criteo context, data = publisher & 

advertiser data
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Data scarcity
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Government & 
Regulators

Gatekeeper 
Restrictions

Evolution of web advertising

2017 Apple ITP limits third-party cookie 
tracking in Safari

2018 Global Data Protection Regulation (GDPR) 
rolls out in the EU

Firefox blocks cross-site tracking

2019 Microsoft Edge introduces 
tracking prevention

2020 California Consumer Privacy Act 
(CCPA) goes into effect

2021 Apple IDFA opt-in requirement rolls 
out

2025 Google is expected to deprecate third-
party cookies in Chrome

GDPR & CCPA lead the way in 
regulating privacy and data 
protection to prevent True 

Privacy risks

Browsers place limitations on 
third-party cookies, pretexting  
“posing greater risks than first-

party cookies”

2022 Firefox rolled out Total Cookie 
Protection (TCP)

We are here

The user privacy context
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Ad performance measurement post-3PC: 
a fragmented landscape

Different approaches from various browsers, discussed at the W3C, and meant to converge

Attribution Reporting API

Private Learning API

PAM – Private Ad Measurement 

SKAN – Stored Kit Ad Network 
Ad Selection API IPA
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Many ways of ensuring Privacy ! 

https://www.whitehouse.gov/wp-
content/uploads/2023/03/National-Strategy-to-Advance-

Privacy-Preserving-Data-Sharing-and-Analytics.pdf

Do not forget that pseudonymisation 
also stands for a PET!
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ARA

PAM 

SKAN

Masked Lark
Ad Selection 

IPA

Noise added to data

Trusted Server (backend: TEE)

Noise added to data

Trusted Server (backend: MPC)

Noise added to data

Trusted Server (backend: TEE)

Noise added to data

Trusted Server (backend: MPC)

Main privacy 
mechanisms
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Future-proof AI post-3PC: a missing use-case

Current state (3PC) :

We have access to We don’t have access to

N/A

• Contextual features
• X-device user features
• X-advertiser user features
• Advertiser-centric features
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Future-proof AI post-3PC: a missing use-case

Short-term future state (without 3PC) - 2025:

We have access to We don’t have access to

• Contextual features
• 12-bit & noisy advertiser-centric features
• Noisy aggregated or granular labels

• X-device user features
• X-advertiser user features
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We are influencing the future of AI on the open internet

Collaborating closely with Google Chrome to 

maximize Privacy Sandbox utility and ensure the use 

cases of our customers and partners are addressed.

1

Participating in W3C community and working 

groups Web Incubator (WICG) & Private Advertising 

Technology (PATCG/PATWG).

2 Working with regulators to define test 

frameworks, participate to the tests and share 

feedback on business impacts.

4

Sharing with the industry

• feedback on Github,

• online articles detailing our experiments,

• private session of knowledge sharing,

• collaborative testing opportunities.

3
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A minimal obfuscation mechanism to consider: 
Differential Privacy

Source: W3C PATCG github repository
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The promise
Differential Privacy
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How ? Quézako

Differential Privacy

Randomness



21

Differential Privacy Randomnessrequires

adds

How ? Quézako
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What is noise?

Did a user convert after clicking on a Criteo ad?
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What is noise?

Did you purchase 
this product?
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How the noise is calibrated/chosen?

Epsilon

More budget = less privacy = less noise = more performance

Budget is given by Chrome
Criteo can only optimise the budget planning
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Quézako – Global DP

ARA API
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Quézako – Local DP

Protected Audiences API
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Main AI learning paradigms

Paradigm
Probability 
to happen

AI Performance Flexibility Main cost

Learning on aggregated data High Medium Medium AI Research

Learning on event-level data Low to 
High

AI ResearchMedium

Learning in a trusted server AI/Platform/Infra 
Engineering

Medium Low to 
High

All learning paradigms involve a specific instance of differential privacy

Low to 
High

Low to 
High
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Open data & AI competitions

Recherche – fondamentale & appliquée

Communauté académique

Partenariat sur 5 ans avec 



Top-tier AI Research



Application to production data and feedbacks to the industry



Application to production data and feedbacks to the industry



Thank you!


