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Multimodal learning tasks and models

Inputs Outputs
3D mesh 3D mesh
Image \ / Image
Text Text

Video Video
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Multimodal learning tasks and models

A generalist vision model that can...
... perform a diverse set of vision tasks out of the box

‘Surface

Multimodal transfers, €.g.
+ depth - semantic

normals Dot

A multimodal generative model that can...

... generate any modalities conditioned on any other(s) ...

antic Object i
segmentation  detection  C2Ptioning

yajusfon

8] dog looking
out the
window

Segmentation ~+

depth & normais.

1
i
i
i
i
i
i
i
1
i
i
i
i
! Normals / CLIP  RGB

Bounding boxes & caption —
RGB

... with varying conditioning weights and from partial inputs ...

lan oi painting
of a bive flower

<N %
-_—
Z/RT

Caption (strong) & depth (woak) — RGE

Caption & masked normals + Normals

... enabling precise user control through multimodal editing chains

Original image Edit RGB and add caj
Caption: a small conference room
with two sofas and a " a

n Edited image

Transfers to unseen modalities/tasks,

*In-paint RGB conditioned on
€.9. 2D edges — 3D curvature

Predict depth and semantics depth, segmentation, and caption
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Multimodal learning tasks and models

Unified Vocab.

<img 1= <loct>
<img2> <ioc2>
<img3 <loct>

VG: Which region does the text “Man in
white shirt” describe?

B s Elamgsies [ ioctooos
Textvocab.  Image vocab.  Location vocab.

Man in white shirt

'GC: What does the ragion describe? ragion:
<l0c209> <Ioc126> <loc282> <loc159>

ITM: Does the image describe “Two boys
playing frisbee on the grass” ?

Image Captioning: What does the image.

e [M boys playing frisbee on the grass

Masking

Visualizs
[ﬂlchQU.dJﬂwa(iu:ZESZ:--Vﬂc!GQ\- }—.

VQA: How many people are there in the
picture?

=

Detection: What are the b th . 87><lncAT><locs81><locT4scar<loe | Veaize
) Vo oaran e G
Grounded Captioning
Image-Text Matching
Image Infilling: Whal is the image in the Image Captioning

middle part? <img123><img756><img311>...<img521>

Text Infilling: What is the complete text of
“A <mask> woman” ?

Visual Question Answering
Object Detection
Image Infilling
Text Infilling

A beautiful woman ]

Vision & Language Tasks Vision Tasks Language Tasks.
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Multimodal learning tasks and models

® Which Multimodal models?

m Vision Encoder + LLM Decoder
= Image (+ text) as input, textual caption
as output

@—P
TT—>

VLM
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Multimodal learning tasks and models

® Which Multimodal models?
m Vision Encoder + LLM Decoder
= Image (+ text) as input, textual caption
as output

® Focus on Large Multimodal Models
(LMMs) processing visual and language
data
= Popular for solving Visual captioning,
question-answering, reasoning tasks

& ~
TT—»

VLM

Feature extraction

|
|

Perceptual
model

Finetuning
mechanism & |1

- Tr

Feature
mapping &

|

Two brown bears fighting in
agrassy area.

%

| Finetuning
{___| mechanism &

]‘l

:E LLM

g
[

[

Feature injection

L

Caption this image
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Which Multimodal models?

Feature extraction

AN

Ll

model -

[

[

[

[ IPerceptual
]

[

Finetuning
mechanism ¢

Uil
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Which Multimodal models?

Feature extraction

AN

Ll

[

[

[

[ IPerceptual
-

model

Finetuning
mechanism ¢

Ut

A

[l Finetuning

mechanism ¢

LLM

JUUUOO0L

7\

i)

Feature injection

Caption this image
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Which Multimodal models?

Two brown bears fighting in

Feature extraction agrassy area.
N A
[ | [ Finetuning
[ mechanism ¢
[ |
[ Perceptual = | Y —1
L Imodel = [ I Feature :I_I
' | mapping ¢
Finetuning | | |
mechanism ¢ |
|
- |
i
Feature injection

Caption this image
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Which Multimodal models?

Two brown bears fighting in

Feature extraction agrassy area.
)
[ Finetuning
[ mechanism ¢}
[ \ 4
[ IPerceptual ~
[ Imodel = [ | Eoaflro LLM
[ | o
mapping ¢
Finetuning
mechanism ¢}

\ 4

Feature injection

Caption this image
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Which Multimodal models?

Two brown bears fighting in

Feature extraction agrassy area.
4
[ Finetuning
[ mechanism ¢}
[ \ 4 ]
[ "|Perceptual 1
[ model | | Feature LLM %
[ | o
mapping ¢
Finetuning
mechanism ¢}

Feature injection

Caption this image
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Which Multimodal models?

Here are two
sparrows on the

Two brown bears fighting in beach at low tide

. a grassy area.
Feature extraction grassy

Linear

Finetuning

— | mechanism ¢

Add & Norm

model Feature Add & Norm Mult-Head
5 Attention
mapping @ Forward Nx
Nx
Mult-Head Multi-Head
Attention Attention
.. . Positional Positional
Feature injection Encoding Encoding
Tnput Output
Embedding Embedding
Caption this image
QOutputs
(shifted right)
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Which Multimodal models?

Feature extraction

Feature
mapping &

CLIP CoCa/FLAVA Flamingo Idefics1/ OBELICS
Foundation model for Vision-language models Interleaved text-images Open-Source
image-text embeddings with single image with multimodal web reproduction of Flamingo
conditioning documents and its web document
dataset

LLavVA

Fully autoregressive
architecture with frozen
pre-trained components

Idefics2

Fully autoregressive
architecture, LoORA on
pre-trained component,
and pooling of visual
tokens
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CoX-LMM (NeurlPS24): Explaining/Monitoring LMMs

————————————————— N
’ The dog is ‘\

C0EE00E E0E ),

Monitoring LMMs: Supervising, Observing, Tracking, Watching,
Overseeing, Surveying, ...

® Pretrained LMM f = Visual encoder (fi/) + Connector (C) +
Language model (f1r)

® Captioning dataset S = {(X;,v:)}Y,. Images X; € X and captions
i CY

® A token of interest t € Y (Eg. ‘Dog’, ‘Cat’ etc.)

® Analysis: Understand internal representations of f about ¢ in terms of
high-level concepts

CoX-LMM: A Concept based eXplainability framework for LMMs ] Im;g;_);“L_ _____ g i
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Monitoring LMM: CoX-LMM

- ~
’ The dog is

’

LMM

~

® Input to frar - Concatenated sequence of tokens: (1) Visual tokens C'(fv (X)), (2)
textual tokens previously predicted by fr s

® Caption predicted by f7 s trained for next-token prediction task
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Monitoring LMM: CoX-LMM

LoTTTTTT T T TR T AT TS ~
’ The dog is %,

SEce8E Bomy,

Unembed

LMM

I 1
! 1
! 1
! 1
! |
! 1
|
! |
! 1
! 1
! 1
! 1
! 1
o H
1 . . H
f ! S 5 |
! 1
! 1
! 1
! 1
! |
! 1
! |
1
1 .
! |
! i

® Extract residual stream representations of ¢ from f for a relevant set of M images X

e Collect all such B-dimensional representations as columns of matrix Z € RE*M
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Monitoring LMM: CoX-LMM

, Dictionary learning for concept S\
! extraction in LMMs \
1 1
L Z U \Y; :
1 1
H O | U1 |
. ~ g H
—> coo =~ (Q---B| X g vrc!
1
1 1
1 1
! Uy Uk H
1
\ Representation Concept Concept 1
Mo matrix dictionary activations _ P

® Dictionary learning for concept extraction. Semi-NMF optimization:
U*, V* =argminy,v ||Z-UV||%+A||V]1 s.t. V>0, and ||ug||s <1Vk € {1,..,K}
o Columns of U* € RBEXK _ concept vectors. Rows of V* € REXM _ concept activations
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CoX-LMM: Multimodal concept grounding!

’ Multimodal concept grounding N

1
1
T ={ ‘black’, ‘large’, ‘dark’ } |
1
1
1
1

e mmmm

® Text grounding: Decode concept vector uj with fr s head and extract top tokens

¢ Visual grounding: Extract most activating samples for u;, (via activations vy)
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Example multimodal concepts

Multimodal concepts: u; € U* simultaneously grounded in both vision and text!

® Visual: Most activating images of uy, from X (via vy € RM) — Xy 1145

® Textual: unembedding matrix Wy, decode uj and extract the most probable tokens — T

'small'
'tiny'
‘puppy’

gt

1SublErelosAngeles.com

furry"

'hairy' ‘
fluffy'
'long’
‘fuzzy'
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Example multimodal concepts

Multimodal concepts: u; € U* simultaneously grounded in both vision and text!

'‘black’

'large’

‘dark’
'big’

‘brown’
'large’
'‘dog’
‘tan’
'golden
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Example multimodal concepts

Multimodal concepts: u; € U* simultaneously grounded in both vision and text!

Idogl
‘running

‘black’ =

Iplayl - : s
'‘grass’ o N — : v You nln"’nmtﬁlo-r.
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Example multimodal concepts

Multimodal concepts: u; € U* simultaneously grounded in both vision and text!

‘cat’

'kitten'
| 'tiger'
'rabbit’

'dog’

'herd'
'sheep’
'flock'
'‘farm’
'shepher
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Example multimodal concepts

Multimodal concepts: u; € U* simultaneously grounded in both vision and text!
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Example multimodal concepts

Multimodal concepts: u; € U* simultaneously grounded in both vision and text!

‘bridge’

ool ‘cat'
city' * ‘kitten'
0 ' ‘bearish’
street’ ‘colored’
bus' ‘pant’

‘tram’
‘steam’ ‘orange’
‘black’ ‘yellow'
cat!
‘smoke’ ‘golden’
*historic! 'ginger’
‘coal' |
‘station’ S ‘kitten'
‘terminal 3 - E _:Ir'r:alll
‘platfort :ba y'
‘busy’ young
‘hall’
‘train’ ‘cat’

. pet’
passenger B
‘electric)| ? ol / ‘dog’

f ‘pillow’

‘colored

‘engine’
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Multimodal grounding evaluation
® CLIPScore or BERTScore (for captions) between Xy, aras and Ty (vs Ry).

® Averaged over all MAS samples or all their associated captions.

o 14 I
v o ~

Grounded words

o
IS

CLIP Score
¥
.
N
« *
=k R IR
» ¥y
,','é‘?;;‘:
it Y ¥
o wt
5. . oo
L » cat
e o « train
b ’,,;’ * car
A % cake
« bus
baby
bear
0.4 0.5 0.6 0.7

‘train'
‘bus+

us
‘subway'
‘public”

‘bus’
‘double’
‘public’

Random words

BERT-F1 Score

% -
0.6 w.t wNe
P U
L
gos5 * w® ":-ﬁ :‘:“ 4 .
2 Lt AT
5 0.4 A IR » dog
-g i‘ - i = cat
T My « train
803w T Y cr
U] - = cake
0.2 % bus
P baby
011" bear
01 02 03 04 05 06

Random .words




Using the concept dictionary
® For a new image X where t € f(X), extract zx and compute the projection on U*,
v(X) = argmin, o [|zx — U*v|[3 + AlJv][x
® Most activating concepts: From v(X) we can extract the concept activations with
largest magnitudes, @(X)

Test sample Top-3 concept activations
10

Top-3 concept activations

Test sample

Test sample Top-3 concept activations

00 o
cpt1 cpt2  cpt3 cpt1 cpt2  cpt3

‘computer "]
desk’

*keyboar
cat! |

“bus' =
“blue’

‘stopped

‘large’

“public’

]

‘transit’|
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Using the concept dictionary

What happens if we fine-tune the LMM?
® How do concepts encoded with the initial model change when we fine-tune it?

® |s it possible to manipulate the output of an LMM without fine-tuning it?

— e o s e s e e

— o — — — — — —— —— —

Original Fine-tuned
Concepts

Concepts

School, Student
Kid, Adult

Group, Street
Bicycle, Bike

Beautiful, Musician,
Smiling, Piano

Nurse, Doctor, Beach, Lake,
Mother, Child Blue, Sandy
7 N _—

Large white building Fi .
overlooking city street Ine'tunlng .
Fine-tuned

Multimodal LLM

School desk has = Grasses growing on
white top 4 ,‘:\ asandy beach

— e — — — — — — ———— — —— —

14/20



Change of concepts

® matching function m : ¢ — j*, for
ud € U%:
’ ' ( g concois

Nurse
Young
Doctor
Mother

Nurse
Hospital
Doctor
Young

m(i) = argmax cos(u;, ué’)

b
Uj €Uy Holding l Eroup
Crying Stone Pool
Laughing Picture Be‘;luet‘;vful Store

Standing View

Statue

Bartender
Table
Bar
Waitress

® Concepts are refined, emerged, or
diminished.

Restaurant
Table
Glass

Waiter

Statue
Park
Fountain

Bridge
Young Snow
Sn?w [Mountain s
o o ounti
Ski
ctore ot Fi . ; h i
o i igure: Concepts text grounding change after
Statu Church . - . .
‘ fine-tuning. lllustration of text grounding for
concepts (TOl = person) from f® and their match
Holding Lake . .
| Cong Boat from f?, after fine-tuning to focus more on places.
Standing Wooden
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Concept recovery

1. Associate each concept uj in the original
model with a subset of samples:

A = {m | k = argmax [of (z,0)]}.

2. For each sample, x,,,m € Ay, define
527 = b, — a,, as an individual shift
vector, and then aggregate them for one
concept:

a a 1 a
AL (ufy) = A > st

meAyg

3. Shift an original concept with the shift
vector:

uf, = uj + o AL (uf)

Original Shifted Fine-tuned
K-concepts _ - K-concepts K-concepts
’ | \
! \ 17 v
! . 1 v
1 _— v
\ 4L J
\ y “\ “‘\ 9 k// ! /’,’
" . K W\ /
\ [ J M\ .
’ \Aa—ﬂ) a 7A777’<»’ “Unrecovered
k ( ) concepts
v L TR T

] Multimodal Multimodal b
r —>f

& (1] o)

lad [T]
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Concept recovery

® Recovery metric : T-Overlap(u,u’) = 100 x

100 VG-place

|Twords (u)mTwords (u,) |
|Twords(u) I

* Comparison between T-Overlap(uf,u}, ) and T-Overlap(uj, = uf +a AF7*(uf), ul, )

80
60
40
20

0

100 VG-color

I w/ original concepts
mm w/ shifted concepts

80
60
40
20

0

T-Overlap (%)

100 VG-sentiment

w/ original concepts
w/ shifted concepts

80
60
40
20

0

w/ original concepts
w/ shifted concepts

01 2 3 45 6 7 8 9 101112 13 14 15 16 17 18 19
Concept Index
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Shift consistency, steering

® Shift consistency: how aligned are
individual shift vectors corresponding to a

concept
Consistency(uf) =
LS cos(Bm, AL (ul)

| Ag|

meAy

® Steering the captioning:

Overall Pearson correlation: 0.89
Overall p-value: 0.0000

%
0.9 * * i
> . H W
g R X o sk d *
91 o %
%08 AT
") N B}
S K Gl
00.7 »
& . e VG-place (r=0.86)
= o x  VG-color (r=0.90)
v 0.6 a x *  VG-sentiment (r=0.90)
40 50 60 70 80 90
Shift vector magnitude
&) 2
[ = bird s standing on the sand ] [ a large sign thal says public ] [ = bed with two pilows and @ ]
mar nter striped comforter
[ T T T 1) ] [zlargeredygnmalsayspublm] [ = bed with a whits stiped ]
Staning on tn sand market contor comforerand two whio pilows

‘awoman is looking at her cell a giraffe stands next to a tree 'a dog wearing a green and red
phone while holding a glass and a group of people hat
awoman is looking at her cell a group of giraffes are standing a dog wearing a christmas hat
hone in ina dirt field sits in the snow
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Conclusion

® Monitoring LMMs with multimodal
concepts

® Analyzing MLLMs’ internal representations

after fine-tuning:

m Demonstrated that post-fine-tuning
concepts can often be recovered from
the original model

m Steering model behavior by modifying
features directly, without additional
training

— Can steering vectors define/learn a more
general steering function? The revanche of
REFT on PEFT!

77777 Dictlonary learning for concept
extraction In LMMs

Original Shifted Fine-tuned
K-concepts K-concepts K-concepts

) N

2 Unrecovered
concepts

R
o (1] =) & (1]
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Thank you for your attention!

Matthieu Cord
Sorbonne Université, valeo.ai

Collaborators: Jayneel Parekh, Pegah Khayatan, Mustafa Shukor, Alasdair Newson

Project webpage: https://jayneelparekh.github.io/LMM_Concept_Explainability/

Code: https://github.com/mshukor/x1-vlms
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