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Adversarial examples

Figure 1: Illustration of the use of adversarial examples.
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Formulation as an optimization problem

x, y : original image and its class
x′ : adversarial image we are looking for
fk(.) : the k-th output of the network

min ‖x− x′‖
s.t. argmax

k=1,...,c
fk(x′) 6= y ,

x′ ∈ [0, 1]d .

(1)
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Linearization of the argmax constraint

(1) ⇐⇒



min ‖x− x′‖
s.t. m ≤ fk(x′) + (1− ak)Mm, k = 1, . . . , c

m ≥ fk(x′), k = 1, . . . , c
c∑

k=1

ak = 1,

ay = 0,
m ∈ R,
a ∈ {0, 1}c ,
x′ ∈ [0, 1]d .

(2)
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Using DC to get rid of the binary variables



min ‖x− x′‖+
c∑

k=1

ak(1− ak)

s.t. m ≤ fk(x′) + (1− ak)Mm, k = 1, . . . , c
m ≥ fk(x′), k = 1, . . . , c
c∑

k=1

ak = 1,

ay = 0,
m ∈ R,
a ∈ [0, 1]c ,
x′ ∈ [0, 1]d .

(3)
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The End

Thanks for your attention !


