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right answer



How about news?



test fails L Why?



A: Need Right Signal for Right Answer

Is Ukraine                  interesting to John       ?



A: The world changes!

Model value over time
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How do you learn from Reward signal?



(user history, news stories)

(click-or-not)

(selected news story)
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Observation

Policy  ?

Action

Reward

Goal: maximize sum of rewards.

Applications: 

KL02, KKL03, 
SLWLL06, DaLM09, CKADaL15, CHRDaL16, KAL16, 
JKALS17, MLA17, DaLMS18?ê



So Cold!

A boyõs fire starts to die down
So he goes searching for wood

But he gets cold far from the fire
So he returns to the fire

The boy is warm for awhile
But then the fire goes out



Contextual Bandits LZ07, BL09, LWLS10, SLLK10, DuLL11, 
DuHKKLRZ11, LWLW11, BLLRS, ADuKLS12, DELL12, BLS14, 
AHKLLS14, ABCLLLMORSS16, AKADuL17, ê

Observation

Policy  ?

Action

Reward

Goal: maximize sum of rewards.

Applications: Recommendation, 

Personalization, etcê 



A: $$$

Use free interaction data 

rather than expensive labels



AI: An economically viable digital agent that 
explores, learns, and acts

AI: A function programmed with dataAI: A function programmed with data



Multistep Reinforcement Learning

+Right Signal,-Nonstationary Bad, -$$$ +AI

Contextual Bandits

Rightish Signal Nonstationary ok $$$ AI



Ex: Which advice?

Repeatedly: 

1. Observe features of user+advice

2. Choose an advice.

3. Observe steps walked

Goal: Healthy behaviors




